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Введение

Матрицы - один из важнейших объектов, имеющих прикладное значение. Матричные обозначения широко распространены в современной математике и её приложениях. Матрица – полезный аппарат для исследования многих задач теоретической и прикладной математики. Так, одной из важнейших является задача нахождения решения систем линейных алгебраических уравнений.

Следствием разнообразия областей применения матричного аппарата в современной науке является наличие в любом из больших математических программных комплексов (Mathcad, Mathematica, Derive, Mapple) подсистем, выполняющих операции над матрицами, а также существование специальных программных библиотек (ScalaPack, PlaPack), рассчитанных на обработку огромных (десятки и сотни тысяч строк) матриц, в том числе с использованием распределенных (параллельных) вычислений.

Помимо матриц общего вида, для которых наиболее естественной и наиболее часто используемой представляется программная реализация в виде двумерного массива, в математических приложениях выделяются различные матрицы специальных видов (треугольные, диагональные, …). Для таких матриц предпочтительно создание собственных способов хранения и обработки, учитывающих специфику их структуры, и потому более эффективных. Изучению некоторых из них посвящена данная работа.

# Постановка задачи

В рамках лабораторной работы ставится задача создания программных средств, поддерживающих эффективное хранение матриц специального вида (верхнетреугольных) и выполнение основных операций над ними:

* сложение/вычитание;
* копирование;
* сравнение.

В процессе выполнения лабораторной работы требуется использовать систему контроля версий [Git](https://git-scm.com/book/ru/v2) и фрэймворк для разработки автоматических тестов [Google Test](https://github.com/google/googletest).

Перед выполнением работы студенты получают данный проект-шаблон, содержащий следующее:

* Интерфейсы классов Вектор и Матрица (h-файл)
* Начальный набор готовых тестов для каждого из указанных классов.
* Набор заготовок тестов для каждого из указанных классов.
* Тестовый пример использования класса Матрица

Выполнение работы предполагает решение следующих задач:

1. Реализация методов шаблонного класса TVector согласно заданному интерфейсу.
2. Реализация методов шаблонного класса TMatrix согласно заданному интерфейсу.
3. Обеспечение работоспособности тестов и примера использования.
4. Реализация заготовок тестов, покрывающих все методы классов TVector и TMatrix.
5. Модификация примера использования в тестовое приложение, позволяющее задавать матрицы и осуществлять основные операции над ними.

# Руководство пользователя

Пользователю нужно запустить файл main.exe или Main (unix executable file если вы используете macOS).

Откроется консольное приложение для тестирования матриц.

Программа заполнит две матрица числами и выведет их в консоль, так же выведет результат сложения матриц.

Для повторного выполнения потребуется перезапустить программу.

# Руководство программиста

**Реализует операции:**

bool operato r== (const TMatrix& mt) const; //сравнение Матриц

TMatrix operator = (const TMatrix& mt); //присваивание Матриц

TMatrix operator+ (const TMatrix& mt); //сложение Матриц

TMatrix operator- (const TMatrix& mt); //вычитание Матриц

TMatrix operator\* (const TMatrix& mt); //умножение Матриц

Для структуры данных Вектор были реализованы следующие операции:

• вычисление длины;

• сравнение;

• прибавление/вычитание скаляра;

• умножение на скаляр;

• сложение/вычитание векторов;

• скалярное произведение векторов;

• создание копии.

Для структуры данных Матрица были реализованы следующие операции:

• сравнение:

• сложение/вычитание матриц:

• умножение матриц.

С учетом структуры данных целесообразной представляется следующая модульная структура программы:

• Vector.h, Vector.cpp – модуль, реализующий структуру данных Вектор;

• Matrix.h, Matrix.cpp – модуль, реализующий структуру данных Матрица;

• test\_matrix.cpp – модуль программы тестирования матриц.

• test\_vector.cpp – модуль программы тестирования векторов.

# Описание алгоритмов

Создание вектора:

* Инициализируем размер вектора;
* Заполняем вектор;

Создание матрицы:

* Инициализируем строки матрицы
* Заполняем строки элементами от 0 до кол-во векторов, которые понадобятся для создание матрицы;

# Заключение

Успешно реализована и протестирована матрица верхнетреугольного вида и основные операции над ней. Отработаны навыки работы с шаблонами и с google tests.

В ходе выполнения работы были реализованы классы вектора и верхнетреугольной матрицы используя такие возможности как шаблонные классы и функции, перегрузка операций, а также наследование классов.

Были написаны тесты на базе **Google Test**, помогавшие с поиском ошибок в коде. В этом также помогала и sample-программа, редактирование которой помогало в более детальном поиске ошибок.
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